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0t What will | be talking about?

e Are knowledge harmonization and
discovery still jobs for humans?
o Oris this aproblem solved by Al?
e Either way, what tools can help?

e How can we focus on the strengths of Al
approaches?

= i
o How may we complement human ,

knowledge curation with Al rather than \ A ‘

competing? a
*
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»: What will | be talking about?

J

Guest

Why Al is a know-it-all know

nothing
VentureBeat, Sep 28 2024

e Are knowledge harmonization and
discovery still jobs for humans?

o Oristhis aproblem solved by Al? CORRESPONDENCE Open Access

e Either way, what tools can help? Large language models and the perils e

e How can we focus on the strengths of Al of their hallucinations
approaCheS? rvan Araredadl” Saers b Biadkchactiar? s lams
o How may we complement human Critical Care (2023)
knowledge curation with Al rather than
. A Comprebensive Survey of Hallucination Mitigation Techniques in Large
competing? Longuoge heodel

SM Towbide! Istam Teamoy', § M Mehedi Zaman', Vinija Jain®™", Anku Rant’, Vipula Rawie,
Aman Chadha™*", Amitava Das®
< plade
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{0t Where does knowledge come from?

It’s the result of repeated observations.

Learning from and consistently recording these observations
is a task initself, but an impossible one at the scale we want.

How may we automate:

e Learning from literature? ) X
e Comparing findings? .
e Integrating observations? ? 4 >
o Acrossdifferent studies or replicates? : 3
o Acrossdifferent knowledge bases? - ey
o Acrossdifferent fields and disciplines? P
o Ofsimilar concepts, even when described indifferent . :
contexts?
= 7o) BTy Harry Caufield 4
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{0t Where does knowledge come from?

We need structured data.
This traditionally requires:
e Consistent data models =
e Standards :
e Ontologies and controlled vocabularies !

They don’t do the work of structuring data for us. ‘ ot
For that we need: F 0 i
e Human domain experts / |
e Accesstodata -
e Tools (for data, standards, ontologies,...) f v
::_:'I‘qﬂ rbl‘- UE DEPARTMENT OF Harry Caufield 5
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b Where does knowledge come from?

ol
-

Over the years, tools have included: More rule-based

e Rules, regular expressions, and parsers

e Rule-based extractors like SemMedDB

e Enrichment of terms and/or annotations, like MELODI

e Neural networks for Natural Language Processing (e.g., LSTMs)
e Foundationallanguage models (e.g., BERT)

e Multi-task learning (MTL) approaches More statistical

Each method may still be effective for some use cases!
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0% What are LLMs, anyway?

Input sizes:
GPT-3:~570 GB
GPT-4:~-50TB
Human feedback
T . . ©
= I Sre are we
S ‘L\m_r e are we going o ad BB
| i & Journals
. i = Wikipedia — _— ChatGPT
gﬁfﬁ,‘; GPT »  Guardrails
[.] (3.5/4)
P(S) = P(Where) x P(are | Where) x P(we | Where are) x P(going | Where are we)
Flgures adapted from Huyen (2019) artlcle in The Grad:ent
and CIusma nn et al. (2023) Communications Medicine
""a| U8, DEPARTMENT OF Harry Caufleld 7
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https://thegradient.pub/understanding-evaluation-metrics-for-language-models/

0k How often do LLMs fabricate knowledge?

Google Gemind-2,0-Flash-000
Google Gemini-2.0-Pro-Exp
Openid o3-mini-high

Wectara Mockingbirg-2-Echo
Googhe Gamini-2, 5-Fro-Exp-0325
Google Gemini-2_ 0-Flash-Lite-Preview
Openi] GPT-4.5-Praview

Zhipu Al GLM-4-98-Chat 1

Cepoegle Carnini-2.0-Flash-Exp
Opendl-al-mini §

Openal GPT-do

Armazen Mova-Micng-vl 1

Openal GPT-4o-mini |

Cipendd GPT-4-Turbo 1

dmaron Mova-Pro-v1 1

Dpentd GPT-4 -

Amazon Nova-Lite-v] 1

Gaogle Gemini-2.0-Flash-Thinking-Exp
Opentd GPT-3.5-Turbo

XAl Grok-2 1

Openal GPT-4.1-nang

Opendl GPT-4.1

KA Grok-3-Beta

OpanAl GPFT-4, L-mani

A1 Jamba-1.6-Large

Opendd ol -Pro

Openitd ol

DeepSeekva.5

o0

(Note: this evaluation is based on document summarization, and doesn’t
account for summary quality.)
https://github.com/vectara/hallucination-leaderboard

Hallucination Rates for Top 25 LLMs

w vectara

Last updated on April 1Tth, 2025

Hallucinations (AKA confabulations)

Any output that looks believable but has
no basis in reality (or only partial basis).

LLMs are grounded in language, not
fact, so this is to be expected!

This has improved over time with newer
models, but is still present.

Using information from beyond the
model (retrieval augmented generation,
or RAG) helps - especially as part of
task-specific agents.
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https://github.com/vectara/hallucination-leaderboard

ﬁﬁ Can LLMs assign identifiers correctly?

If we ask GPT-4o0: Please provide
the corresponding identifier from

the Gene Ontology -for each Of the id: GO:0090729 . label: ectopic germ cell programmed cell
. death
fO”OWIng terms. id: GO:0070373 . label: phosphothreonine residue binding

And then Specify the desired format id: G0O:2001316 label: positive regulation of tissue

kallikrein-kinin cascade

along Wlth da IISt Of terms"'_ id: GO:0075047 . label: haustorium neck formation
e >90% of the results are likely to be id: GO:1904382 label: negative regulation of
incorrect in some way. Tur 6010034128 Label: regulation of toll-lik
. . : ilels g abel: regulation of toll-like receptor
e This hl?ppenswnh other ontologies 21 signaling pathway
as well.

e Alsooccurs with integrated web
search (but search helps!)
e Thisis notacore strength of LLMs.

https://chatgpt.com/share/67£35422-c290-8007-9a91-adbefdbdabef

Prewous evaluation results in Caufield et al. (2024) B/omformat/cs and

*‘*‘\lﬂ #750, us preamtaEnt or Harry Caufield
BERKELEY LAB @i ENERGY Grounding Large Language Models in Reality for Biomedical Information Extraction °


https://github.com/monarch-initiative/ontogpt-experiments/blob/main/experiments/ground_compare/Comparing_Grounding.ipynb

@ Canweuse LLMs to get structured data?

Can LLMs reliably translate unstructured scientific data directly

Scherﬂ—;l Text into knowledge?
‘SQD = What if:
e We have specific schemas or data models we want to
| | adhere to
* Large e We need to link to external unique identifiers
OntoGPT Language o And, ideally, not generateincorrect identifiers
Trr— Model o We want to ask questions about ontologies, sources, or

o > both, in natural language
0] < e

\ SPIRES: Structured Prompt Interrogation and Recursive Extraction of
,l, TS it saabases & Semantics

ontologies (or, information extraction grounded inreality)

Structured Data @--.
o — . @ Available through OntoGPT:
o — ; https://github.com/monarch-initiative/ontogpt

-

See Caufield et al. (2024) Bioinformatics
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https://github.com/monarch-initiative/ontogpt

@ Canweuse LLMs to get structured data?

(results formatted and truncated for brevity)
. extracted_object:
doi: 10.1186/s12889-023-15183-z location:

- GAZ:00052491
environmental material:

Alexandria, Egypt

: ; : - . liquid water
Environmental health aspects and microbial emiﬁﬁﬁﬁéﬂiﬂ?”“
infections of the recreational water - ENvO:01000966 Privateswimming pool

Microbial Infections and Swimming pools - ENVTHES:20538 Watel’
‘ M Maicod® Marea M causal_relationships:
- cause: ENVO:01000967
effect: parasitic infection
- cause: PATO0:0001574 flow rate
effect: parasitic infection

OntoGPT T 122023

- fecal coliform

public swimming pool

Template: environmental sample [ EEESERPSH
- - parasitic infection (PI)
(w/ Llama 4 Scout Instruct) - ENV0:01000967

- PATO0:0001574
- PATO0:0001736

"'_:"qﬂ 7%, U5 DEPARTMENT 0F Harry Caufleld
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@ Canweuse LLMs to get structured data?

-dA 2.8 0l
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. d-th-ri-41-
:
! t ¢+ 1

T T e
. A Bivn A
w
AL ‘
- . -,-o,-"-j F-bhoré-14
i ! H

|

doi: 10.1016/}.ijheh.2024.114333

Effe ct mo dification of associatio ns between prenatal air po llution and current
asthma atage 8-9 by child sex, prenatal environmental tobacco simo ke exposure,
and mate rnal history of asthma. Risk ratios for curre ntasthma and correspon ding
95% confidence intervals are show n for association sw ith NO2 in the first column
(panels A, D, and G), 03 inthe se cond colu rm (pan els B, E, and H),and PM2.5 in the
third column (panels C,F,and ). Estimate sare reported per 5 ppb NO2,5 ppb 03, and
2y g/m3 PM25. Allmod els are adjusted for child ag e, sex, study site, birth year,
maternal education, hou seh old income*househo d coun t, maternal race,maternal
smoking during pregnan ¢y, mate rnal histo ry of asthma, and Ne ighbo rhood
Deprivation Index, asw ell asa product term b etween the air pollutant exposure and
effectmodifier of inte rest. P-valu es for the p roduct in teraction te rm are included at
the topof each panel.In the firstrow (panels A-C), se x-specific effect estimates are
shown for modelsincluding the full analytic sample (N = 1279). No evidence of effect
modification by child se x was observed (all pinteraction >0.05). In the second row
(panels D-F), effect e stimate sare sh ownamong those with maternal history of
asthma and th ose witho ut maternal history of asthma for mod els including the full
analytic sample (N =1279). For NO2and PM2.5, those w ithout mate rnal histo ry of
asthma tende d to have high errisk ratio sthan among th ose with a maternalh istory of
asthma (e g p-valu e for interaction of NO2in the 24-3 6 we ek win dow and maternal
asthma =0.03), thoug h confid ence in tervals for strata-specific risk ratios all include
the null. In the third row (pane Is G-1), e ffect estimates are shown forassociations in a
post-hoc analysis amo ng those with high versus low environmental tobacco smo ke
(ETS) exposure, when the sample was restricted to non-smokers (N = 1155) High ETS
was definedas participants with a urinary cotinine valu e in the highest quartile of the
sample (>143 ng/mL)an dlow ETSwas de fined asp articipants with a urinary cotinine
valuein the lo west three q uartile s(<1.43 ng/mL). No effect modification by ETS was
observed flIpinteraction >0.05).

OntoGPT

Template: figure
(w/ Qwen Coder 2.5)

(results formatted and truncated for brevity)
extracted_object:

title: Effect modification of associations between
prenatal air pollution and current asthma at age 8-9 by
child sex, prenatal environmental tobacco smoke exposure,

and maternal history of asthma.
subpanel:
- id: 1A
text: Sex-specific effect estimates for
including the full analytic sample (N = 1279)
- id: 1B
text: Sex-specific effect estimates for
including the full analytic sample (N = 1279)
- id: 1cC
text: Sex-specific effect estimates for
including the full analytic sample (N = 1279)
- id: 2D
text: Effect estimates among those with

models
for NO2

models
for 03

models
for PM2.5

maternal

history of asthma for models including the full analytic

sample (N = 1279) for NO2

)
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@ Canweuse LLMs to get structured data?

Yes, back to structure again: we need a consistent data model,
like Biolink

r— Query — Knowledge Graph — ~ Knowledge Provider ~ ~ Knowledge Source —
VWhat chemicals or drugs might be used to treal
neurological dlsotdcu's:»ch - op?l:psy that are o () Gcno Oalology
associated with genomic variants of RHOBTB27 &2/ UeiProt
PO N
MG T ',H"‘ Ll \ .' N ({ \/> Reschoms
[ 8% £ <
8 N"l"p-&..,,,‘@ ‘”‘Mv,.o@ -§ "
Varo fuve .' \ AT v»-) P = / M\ MoNoo
NG @ B ©) @
~ "«.‘ @/ // " ’-.3 UBERON
/--.-'\ 0
G O.K°> / \
s < S '/\/ —O)
Result ———————
CHEMBL.COMPOUND.CHEMBLI069516  Fostamatind disodium .——/iféa\e\ /@ o (chERTD
\//,/ 2 / O onMpL
CHEMBL.COMPOUND.CHEMBL1 789941  Ruxolitinid
\ ) . J L S

Figure from Unni and Moxon et al. (2022) Clinical and Translational Science
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@ Canweuse LLMs to get structured data?

PATIENT ID CONDITION

. Ontologies (KG-OBO)  DISEASE GENE R GENE
The goal is often to Doty [ ® @ | oox ot mowse  owe
. . ! B W disease X gene 2 drug A gene 1
create relationships to L e ® © <« i e e
include in knowledge i |
g ra p h S . Download Transform data Merge graph
ETL (kghub-downloader) - (K()'f.:) R (KGX)
. tooling s ,u ’ L - wue | | % % - &a M
Our framework for this -

is KG-Hub

Merged
See KG

kghub.org patient

Depression

Figure from Caufield et al. (2023) Bioinformatics

::_:\ﬁﬂ r'ﬁar U5, DEPARTHENT OF Harry Caufield
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http://kghub.org

@ Canweuse LLMs to get structured data?

OntoGPT

*_Jﬁﬁ

Structured Data
<> N
<> —_—

Text
Lal’ge Download Transform data Merge graph
Language Ehgllul]-:I:rwn]u.ul:-r] . {Ku'.fa] 3 .2 El_:{{i!{u} ..
y Y e B g $o00e B A0
Model ‘i" (oL ; (G1m oo % ;:% il .

e R o=
\ Public databases &

onlologies

O3 /

7

2304.02711 and https://github.com/monarch-initiative/ontogpt

See https://arxiv.or

KG-Hub:
see kghub.org
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https://arxiv.org/abs/2304.02711
https://github.com/monarch-initiative/ontogpt
https://kghub.org/

@ Canweuse LLMs to get structured data?

Other recent OntoGPT applications:

e Medical Action Ontology (MaXO)
extraction

e Micronutrient Information Center
knowledge extraction (for Monarch
Knowledge Graph)

e Pathology report summarization and
categorization

o Phenopacket extraction Linus Pauling Institute » Micronutrient Information Center

e Malnutrition prediction in pediatric
oncology _pahentg | J ESS-DIVE

e Harmonizing environmental science _Y..: Deensght for Earth Science Data
data sets (e.g.in ESS-DIVE) e

"%E Oregon State

Harry Caufield
Grounding Large Language Models in Reality for Biomedical Information Extraction
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https://ess-dive.lbl.gov/

@ Canweuse LLMs to get structured data?

Goal: identify candidate annotations for the Medical Action Ontology (MAXO).
e.g.,

Medical Action: copper chelator agent therapy [MAX0:0001224]
Relationship: PREVENTS

Phenotype: Cirrhosis [HP:0001394]

Disease: Wilson disease Anemia [MONDO:0010200]

Select Rare

Disease e 2 = 7 =Y
s 1 : @"J&X[‘J
Data | ' Data - -
I . -
Collection ( A Processing . Annotations
- Data Filtration ; | Data Review . Annctations
g — U Post Processing Integration
Query Relovant PutMed I0s A -
via e e e Extract annctasions Further Grounding
NCE! E-Utibos APY Fiter relovant anicies. vin via Export R Upcate Ontology
via \__ OntoGPT (GPT 4.0) Data Cioarming, OAK. CurateGPT, Oomain s 20yt Database (POET)
Fine-tuned PubmedBert ‘Wj thefuzz python Krary AUTOMAXOvigwr

Extract Dota Structured prompl
via inlerrogation and recursive Rank Triplots
PubTator 3.0 AP} oaxiraction of semantics
(SPIRES)

Niyonkuru et al. (2024) medRxiv

e,
W)

Rare Disease

" Research & Treatment

)

BERKELEY LAB @; ENERGY
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@ Canweuse LLMs to get structured data?

Goal: extract structured, knowledge graph-ready relationships from the Micronutrient Information
Center, including:

Nutrient
Nutrient
Nutrient
Nutrient

a
Nutrient
Nutrient

to disease

to phenotype

to biological process
to health status of
body part or system
to food source

to nutrient

See https://github.com/monarch-initiative/mic-

ingest

for code, built with OntoGP T and the Koza data
processing tool.

MAIN FUNCTIONS

« Assists in the production of
hemoglobin, the oxygen-carrying
component of red blood celis

« Critical for normal immune
function

Seafood

* Oysters

(steamed),
6 medsum,
459 mg

« Structural component of hundreds

of essential molecules

Beans

peas - Mack bes

* Rib Eye Steak « Black Beans

(grilled), (canned), % cup,
3 ounces,

SPECIAL NOTES

« Some dietary factors affect zinc absorption:
» Phytates and fiber in whole grains and beans inhibit

absorption.

» Animal-based protein enhances absorption,

« National dietary surveys indicate that most Americans meet
the dietary requirement for zinc.

https://Ipi.oregonstate.edu/mic/minerals/zinc

e (@ ENERGY

u| CEPARTMENT OF Harry Caufleld

Grounding Large Language Models in Reality for Biomedical Information Extraction
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https://github.com/monarch-initiative/mic-ingest
https://github.com/monarch-initiative/mic-ingest
https://lpi.oregonstate.edu/mic/minerals/zinc

@ How may LLMs assist with curation?

CurateGPT - try it out at curategpt.io

See https://github.com/monarch-initiative/curategpt
And Caufield et al. (2024) arXiv - https://arxiv.org/abs/2411.00046

®lgpra+ | Proxy «—» "::’:'
® ) XS D afum Retrieval Augmented
tructure API .
Databsen Al CurateGPT Generatlon (RAG) plus
e Wi Curat'lcon-lfocused o
®
\4 Chat CiteSeek _agen S plusa graphica
- — interface.
p— urate ate Use your own resource
| Bootstrap (ontology, knowledge
Unstructured APl APl base, etc) to show the
(e.g.. PDFs) Bockground ©___ & LLM what new entries
Knowledge Graphical Command Line :
- Sources Interface Interface ShOUId IOOk ||ke_
I —f (L) L3 Sotuatun op Harry Caufield

BERKELEY LAB o) ENERGY

Grounding Large Language Models in Reality for Biomedical Information Extraction
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http://curategpt.io
https://github.com/monarch-initiative/curategpt
https://arxiv.org/abs/2411.00046

@ How may LLMs assist with curation?

CurateGPT - try it out at curategpt.io

Choose operation

— ~ CurateGPT! alpha

Choose collection

ont_cob Search documents in ont_cob

Choose model 3 Search by text
gpt-40
Relevance Factor

Extraction strategy

Basic

Background knowledge

No background collection

Cart: 0 items

Developed by the Monarch Initiative

'ﬁq {:"«1‘ U8 DEPARTMENT OF Harry Caufleld
BERKELEY LAB s ENERGY Grounding Large Language Models in Reality for Biomedical Information Extraction
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http://curategpt.io

@ How may LLMs assist with curation?

CurateGPT - try it out at curategpt.io

Ouseepunton References
CurateGPT! alpha Rehmae

Choose collection

ont_cob Chat with a knowledge base Calntar A teicalEntity
eallular snatosical entity
A part of a cellular organisa that is efther an issaterial entity or a
material entity with granularity abowe the level of a protein complex but below

fe = Ask moe anything [within the scope of ont_cob)!

gpt-do What is 3 good term to describe a cell?
that of an anatomical systes. Or, & substance produced by a cellular organiss wi

ftracton wtrategy granularity above the level of a protein complex.

Basic HasPart

Holecule
Suchgrecnd inowledge - 8 subClassof
Cel lularComponent
subClass0f

No background collection

Expand query HaterialAnatomicalEnt ity

oo

Cart: 0 itemns

Examples:
Developed by the Monasch Initiative

» Details
idd tocart 1

Chat
A good term to descride 3 cell would be 3 “cedlular anatomical entity.” According to
Reference 1, a cellular anatomical entity is a part of a celiular organism with granularity
above the level of a protein complex but below that of an anatomical system. This term
can include both immateriad and material entities, Capturing the complex structure

and function of a cell as a component of a larger biological system

-] ) U8, CEPARTMENT OF Harry Caufleld
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http://curategpt.io

® How may LLMs assist with curation?
CurateGPT - try it out at curategpt.io

Chocme operation

CiteSewk

CurateGPT! alpha

Choces colection References
ant_cob Find citations for a claim

Chunizon okl Enber O olfect 8o ke warified by oot _cob Reference 1

gpt-4a Anucleic acld chain ks a molecule, -
NucleicAcidChain

mucleic acid chain
Extrmction sirstigy
A molecule that consists of nucleotides (ummodified nucleotide residue
Basic and/or modified nucleotide residues) linked by phosphodiester bonds or derivativ
of such bonds.
Backgroisnd knowledge
5 L » subClassOf
No backgrourd collection
Molecule
coB
Cartz0 items CiteSeek
Deweloped by the Monarch Initiative Thee evidence to support that a nucleic acid chain is a molecule can be found in
Reference 1. Acconding to the definition provided in Reference 1, a “nucleic acid chain®
s a molecule that consists of nuclectides linked by phosphodiester bonds or
derpratives of such bonds. Furthermone, it is noted in the relationships section of

Refierence 1 that a nucleic acid chain ks a subclass of 2 *Molecule® 1.

A ENERGn:\' Harry Caufield
BERKELEY LAB Grounding Large Language Models in Reality for Biomedical Information Extraction



http://curategpt.io

@ How may LLMs assist with curation?

CurateGPT - try it out at curategpt.io

e References
e CurateGPT! alpha

Choose collection Reference 4
PubMed (via AP Find citations for a claim

Chacut e Erter YAML odyect 10 bee verified By PubMed ivis A

4o A nucheic 3¢id chain s a molecule In 1953, Watson and Crick not only described the double helix structure
of DNA. but also esbraced the 1dea that genes contained » code that expresses in
Cxtraction wrategy and thereby changed our view of Llife. This article traces how these i1deas entere
By biological thi ng and highlights the connections between different branches of
S science at the time, exploring the power of metaphor in science.

Bacaground Wnowledge
No backg wd collection

Cart0 items CheSeek
Developed by the Monaech leitiathve A nucieic ackd chain is a molecule composed of nuciectide monomers linked by

phosphodiester s, and it plays 3 crucial role in the storage and transmission of genetic
Mormation Several refererces from the provided b3t offer eadence supporting ths: The emergence of functional cooperation between the three main classes o

osolecules nucleic acids, peptides and Lipids dofines life at the molecula

Relerence 4 discusses how Watson and Crick’s work in 1953 led to the understanding of evel, However, how such mutually interdependent molecular systems eserged from
DNA's double-helix structure, which is made up of mucieic acid chaing that contain prebiotic chemistry remains a mystery. A key hypothesis, formulated by Crick, Or
penetic information and Woese over 40 year ago, posits that early life must have been simpler. Spect

it proposed that an early primordial biology lacked proteins and DNA but instead
Reference 9 explores the role of nuciek acids in early lle, Nighlighting their functic

relied on RNA as the key biopolymer responsible not genetic information
penetic information storage and catalytic activities, sugpesting that they are essential
molecules in the RNA world hypothesis, where RNA acted as both genetic material and a

catalyst

A : - Harry Caufield
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http://curategpt.io

@ How may LLMs assist with curation?

Aurelian

See https://github.com/monarch-initiative/aurelian Specific agents for specific tasks,
Ontology Mapper Al Assistant on the command line orina
graphical interface.
A task may involve:
e Domain knowledge
o e.g., ThelLD50 of
arsenicis ~1 mg/kg

What is a term to describe water contaminated with industrial waste?

The e Technical knowledge
mapper o e.g., Xtool maybeused
agentin [EEESEsm————" for Y g

use 2 ENVO-02500099 -+ S e e of PO e e Knowledge about a specific

N I e resource or study

Y ) o eg,thereisatermin
Note the prompt ENVO for “industrial
here wastewater”

does not specify
ENVO - the agent
foundthat onitsown

'ﬁq n"”."". LS. DEPARTMENT OF Harry Caufleld
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https://github.com/monarch-initiative/aurelian

@ How may LLMs assist with curation?

Aurelian

See https://github.com/monarch-initiative/aurelian

Chemistry Al Assistant

Interpret this SMILES: CC[=0)OC1=CC=CCC1CI=0)0

The

chemistry

.
a g e nt I n What can you tell me about therapeutic applications of this cheenical?

use

Specific agents for specific tasks,
on the command lineorina
graphical interface.
A task may involve:
e Domain knowledge
o e.g., ThelLD50 of
arsenicis ~1 mg/kg
e Technical knowledge
o e.g,Xtool maybeused
forY
e Knowledge about a specific
resource or study
o e.g,thereisatermin
ENVO for “industrial
wastewater”
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https://github.com/monarch-initiative/aurelian

@ How may LLMs assist with curation?

Aurelian

See https://github.com/monarch-initiative/aurelian

Monarch Knowledge Base Al Assistant

What are the symptoms associated with the disease MONDO 00072007

vn a5 Blepharonasofacial Matformation Syndrome, is

ms and phenotypes. Here is a list of some of the main

The

monarch

1. Facial Palsy (HP:00

2. Mask-like Facies (}

agent i n 3, Telecanthus (MP;(X

4. Inteliectual Disabi

u Se 5. Torsion Dystonia
twisting and rep

8. Cleft Palate (HF

3, Epicanthus (HF

10. Long Philtrum (HP-O(

Specific agents for specific tasks,
on the command lineorina
graphical interface.
A task may involve:
e Domain knowledge
o e.g., ThelLD50 of
arsenicis ~1 mg/kg
e Technical knowledge
o e.g,Xtool maybeused
forY
e Knowledge about a specific
resource or study
o e.g,thereisatermin
ENVO for “industrial
wastewater”
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https://github.com/monarch-initiative/aurelian

@ How may LLMs assist with curation?

Aurelian

See https://github.com/monarch-initiative/aurelian

Talisman Gene Analysis Assistant

Are there any functional similarities between these genes: ACTN3, ACTNA, TNS1, FOXF]

T h e Shared Biological Processes
tal ismal’l Muscle Function and Structure: A

agentin
use

Potential Protein-Protein Interactions or Functional
Relationships

ACTNI and ACTN4: Both are part

OnNs wath each ot

Specific agents for specific tasks,
on the command lineorina
graphical interface.
A task may involve:
e Domain knowledge
o e.g., ThelLD50 of
arsenicis ~1 mg/kg
e Technical knowledge
o e.g,Xtool maybeused
forY
e Knowledge about a specific
resource or study
o e.g,thereisatermin
ENVO for “industrial
wastewater”
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https://github.com/monarch-initiative/aurelian

® Summary

——

e Toolslike OntoGPT
and CurateGPT
leverage LLMs to
extract structured
data.

e LLMsareimproving,
but still struggle with
grounding in reality.

¢ Human-in-the-loop
curation is still

: e Specific curation
essential.

tasks can be
performed by
different Aurelian
agents.
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Thank You
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