This archive provides information for fitting log-linear models and carrying out statistical tests for a hybrid design that includes a sample of affected individuals and their parents and a sample of unaffected individuals and their mothers (case-parent triad/control-mother dyad design), as described in the paper “A hybrid design: case-parent triads supplemented by control-mother dyads” by S.H. Vermeulen, M. Shi, C.R. Weinberg, and D.M. Umbach. In addition, examples of other scripts that we have used to generate Figure 1 of that paper are included as well as the scripts for checking the assumptions of absence of bias from population stratification and presence of mating symmetry. These analyses rely on LEM data analysis software, which was developed by J. K. Vermunt and can readily accommodate missing data through the Expectation-Maximization (EM) algorithm. This document is adapted from the document of the “Hybrid Design” by Weinberg and Umbach. http://www.niehs.nih.gov/research/resources/software/hybrid/index.cfm
LEM software:

The LEM software used to run these programs and a manual describing its use are currently available for free download from: http://www.uvt.nl/faculteiten/fsw/organisatie/departementen/mto/software2.html
Script files for analyzing data from case-parents triads (no unaffected controls) with LEM software are described in van den Oord and Vermunt (Am. J. Hum. Gen. 66:335-338, 2000) and are based on a series of papers by Weinberg and colleagues (Am. J. Hum. Gen., 62:969-78, 1998; 64:1186-1193, 1999; 65: 229-235, 1999). These scripts are currently available as a zipped archive from:   http://www.vipbg.vcu.edu/~edwin/.  

Files in this archive:

Besides present read-me file, the zipped archive control-mother-hybrid.zip contains several file types:  <name>.inp are LEM input scripts and <name>.out are corresponding LEM output files. Although these files have the non-standard extensions like '.inp', they may be viewed or edited with any program that will read and edit text files. We also included five example data files with the form <name>.txt. 
We have included a number of LEM input scripts and will group them by the design to which they apply.  For each group of scripts, we have included one example data file and one example output file.  Our naming convention is designed to provide a mnemonic to the contents of the LEM script.  The first part of the file name will indicate which design the file is appropriate for while the second part of the file name will provide some descriptors of the particular model used.  The descriptors ‘ms’ and ‘ma’ will indicate models under mating symmetry and mating asymmetry, respectively.  The descriptor ‘mc’ will indicate models where all four mother and child genetic risk parameters are estimated freely; whereas ‘00’ will indicate models where all four risk parameters are constrained to their null values, i.e., R1=R2=S1=S2=1.  
Files for the hybrid design that uses control-mother dyads (designated hybrid22 because the multinomial representation of data from this design involves 22 categories, 15 from case-parent triads and 7 from control-mother dyads).
hybrid22_ms_mc.inp (hybrid22_ms_00.inp):  This script fits a model that assumes mating symmetry and absence of bias from population stratification under the alternative (or null).  

hybrid22_ma_mc.inp (hybrid22_ma_00.inp):  This script fits a model that allows mating asymmetry and absence of bias from population stratification under the alternative (or null).
hybrid22_data.txt:  This file contains example data configured with 22 entries corresponding to the hybrid design that uses control-mother dyads.  The example counts are not integer because they are expected cell counts (described later).
hybrid22_ms_mc.out:  This file contains sample LEM output that results from running the script hybrid22_ms_mc.inp with the included data file, hybrid22_data.txt. 
hybrid22_struc_3df_ma.inp:  This script fits a model with separate mating-type parameters for cases and for controls under mating asymmetry. The change in maximized log-likelihood between this model and the model in script hybrid22_ma_mc.inp is the basis of a 3-df likelihood ratio test for bias from population structure.
hybrid22_struc_4df_ms.inp:  This script fits a model with separate mating-type parameters for cases and controls under mating symmetry. The change in maximized log-likelihood between this model and the model in script hybrid22_ms_mc.inp is the basis of a 4-df likelihood ratio test for bias from population structure.
hybrid22_struc_1df_ms.inp:  This script fits a model where the discrepancy between mating-type parameters for cases and those for controls obeys a linear trend in total parental copies of the variant allele. The model assumes mating symmetry. The change in maximized log-likelihood between this model and the model in script hybrid22_ms_mc.inp is the basis of a 1-df likelihood ratio test for bias from population structure.
control-mom_ms.inp (control-mom_ma.inp):  This script fits a model to the data from control-mother dyads only under the assumption of mating symmetry (or of mating asymmetry).  The mating-symmetry version honors the constraint µ10+µ21 = µ01+µ12; whereas the mating-asymmetry version does not. A 1-df likelihood ratio test for mating symmetry based on the control-mother-dyads component alone may be based on comparing the log-likelihoods from these two models. 

control-mom_data.txt:  This file contains example data configured with 7 entries corresponding to the control-mother dyads alone.  The variable indicating disease status is omitted because all families are control families. The example counts are not integer because they are expected cell counts (described later).
Files for the other designs considered in Figure 1 of the paper.

Hybrid design that uses parents of controls (designated hybrid because that designation was used in the files originally made available for this design by Weinberg and Umbach). The multinomial representation of data from this design involves 24 categories, 15 from case-parent triads and 9 from parents of controls.  These files are, in a sense, redundant because, except for the data file invoked and the number of records read, these files contain exactly the same commands as the corresponding ones designated hybrid22.  We include them for the convenience of those seeking to verify the results of Figure 1 in the paper.
hybrid_ms_mc.inp (hybrid_ms_00.inp):  This script fits a model that assumes mating symmetry and absence of bias from population stratification under the alternative (or null).  

hybrid_ma_mc.inp (hybrid_ma_00.inp):  This script fits a model that assumes mating asymmetry and absence of bias from population stratification under the alternative (or null).

hybrid_data.txt:  This file contains example data configured with 24 entries corresponding to the hybrid design that uses parents of controls. The example counts are not integer because they are expected cell counts (described later).
hybrid_ms_mc.out:  This file contains sample LEM output that results from running the script hybrid_ms_mc.inp with the included data file, hybrid_data.txt. 

Case-parents design (designated case-parents).  The multinomial representation of this design involves 15 cells for case-parent triads.
case-parents_ms_mc.inp (case-parents_ms_00.inp): This script fits a model that assumes mating symmetry under the alternative (or null).  (Note: The assumption of mating-symmetry is required for testing maternal effects with this design.)
case-parents_data.txt:  This file contains example data configured with 15 entries.  The variable indicating disease status is omitted because all families are case families. The example counts are not integer because they are expected cell counts (described later).
case-parents_ms_mc.out:  This file contains sample LEM output that results from running the script case-parents_ms_mc.inp with the included data file, case-parents_data.txt. 

Case-mother/control-mother design (designated logit here because we provide only the standard logistic regression analysis for this design).  The multinomial representation consists of 14 cells, 7 from case families and 7 from control families.

logit_ma_mc.inp (logit_ma_00.inp):
Standard logistic regression model fit via Poisson regression for a case-mother/control-mother design under the alternative (or null).  (Note: The absence of bias from population stratification is required for valid inference).
logit_data.txt:  This file contains example data configured with 14 entries, 7 from case families and 7 from control families. The example counts are not integer because they are expected cell counts (described later).
logit_ma_mc.out:  This file contains sample LEM output that results from running the script logit_ma_mc.inp with the included data file, logit_data.txt. 

 Data file format:
The various example data files that we have provided contain calculated expected cell counts (hence, the fractional counts). The expected counts are based on 150 case families and 150 control families sampled from a population in Hardy-Weinberg equilibrium with variant allele frequency 0.30 and relative risks of R1=1.25, R2=1.50, S1=1.00, and S2=2.00 for the variant under study. (The estimates recovered in the output files are the natural logarithms of the relative risk values.) The data file for the case-parents design includes only the 150 case families and the data file for control-mother dyads contains only the 150 control families.   
LEM offers several ways to input data. For example, one can include a single record for each triad or input a table (see the LEM manual for descriptions). We have elected to use a format where we provide an observed count for each type of triad, where type is described by disease status, and mother’s, father’s, and child’s genotypes. Thus, for compatibility with the LEM scripts included here, the data file must have the following variables in each record and the variables must appear in the order given and be separated by at least one space:

Disease status:   
where ‘1’ codes for control triad, ‘2’ codes for case triad.  Note: We OMIT this variable from case-parents_data.txt and control-mom_data.txt because it is constant for those data.
Mother’s genotype:
where ‘1’ codes for 0 copies, ‘2’ codes for 1 copy, or ‘3’ codes for 2 copies of the variant or ‘9’ codes for a missing value. (Because LEM allows '0' as a missing value indicator but not as an index value, we must avoid coding with the more directly mnemonic values for genotype.)

Father’s genotype:
where ‘1’ codes for 0 copies, ‘2’ codes for 1 copy, or ‘3’ codes for 2 copies of the variant or ‘9’ codes for a missing value.  Note: We OMIT this variable from logit_data.txt because it is not used for that analysis.
Child’s genotype:
where ‘1’ codes for 0 copies, ‘2’ codes for 1 copy, or ‘3’ codes for 2 copies of the variant or ‘9’ codes for a missing value. 

Count:               
number of triads observed with the given disease status, and mother, father, child genotypes. (Normally, these counts would be integers; but, in the example data that we include, they are non-integer expected counts.)

If additional triads or dyads whose disease status is known are available but are missing some genotype information, they may be included in an analysis with only minor modifications to the input scripts (as described below) by appending the necessary records to the input file with missing genotypes coded by ‘9’. For the resulting analysis to be valid, one must be able to assume that the missing genotypes are 'missing at random,'  that is, the state of being missing, conditional on the observed data for the family, is not related to the missing genotype(s). Any missing-data pattern can be accommodated: for example, affected offspring can be missing.  
Features of LEM input scripts:

We will provide only a minimal description of the LEM input scripts here, focusing on the key features that may need to be adapted according to available data.  A more complete picture of precisely how the input scripts operate can be achieved through the LEM documentation and manual available at the LEM download site mentioned above.

In the input scripts, any characters to the right of an ‘*’ are considered a comment and are ignored for purposes of data processing. We have included a number of comments in the scripts to indicate the purpose of each command.

The input script can be loaded into the Windows version of LEM via a dropdown menu, a procedure that will be familiar to most Windows users.  

For convenience of description, we view the input script as divided into seven paragraphs by full line comments. We briefly discuss each of the paragraphs in turn. We recommend looking at one of the input scripts while reading the following descriptions.

*  variable and table definition:


This paragraph provides information that controls the data input and how LEM regards the data that it reads. The paragraph has five statements. The first tells LEM how many categorical predictor variables will be used; we have 2-4 depending on the particular design or script. The second statement asks LEM to create one categorical variable to track patterns of missingness in the input data. The third statement tells LEM how many categories to allow for each of the variables in turn. Order is important here: the number of levels of the variable for patterns of missingness must be provided first, followed by the number of levels for each predictor. The order of the predictor variables corresponds to the order in which they appear in the data file and the order imposed by LEM for interpreting design matrices or vectors. The fourth statement in this paragraph assigns each variable a single capital letter as a label or name. The last statement tells LEM which patterns of missing data are allowed.  
Unless one changes the format of the data file, this paragraph will never need to be changed.

*  model:


This paragraph contains a single command ‘mod’ that specifies, in part, the model to be fit. This paragraph is one that changes between the various input scripts that we have provided. In addition, it could be modified as needed to fit dominant, recessive, or log-additive risk models or to build models involving maternal-fetal incompatibility.  

The LEM manual provides a fuller explanation of the command syntax that is used here as well as alternative ways to specify models. Briefly, the model statement instructs LEM about how many columns to allocate for the overall regression (design) matrix by specifying how many columns to allocate to each of various 'effects' identified as marginal tables. LEM always includes an intercept.  NOTE: The command ‘mar’ is not documented in LEM manual.  It enforces linear constraints on cell frequencies.

*  data format:


This paragraph provides LEM additional information about the data file and contains two commands that may need to be changed for the analysis of any particular data set.  

The ‘rec <number>’ command tells LEM how many records appear in the data file.  This number must be changed depending on how many records (lines of data) the user’s particular data file contains.  

The ‘dat <filename>’ command tells LEM the name of the data file. For LEM to find the data file, it must be in the same folder as the input script file.

*  design matrix and parameter specification:


This paragraph contains a single command ‘des’ that elaborates the LEM model specification. This paragraph is another that changes between the various input scripts that we have provided. It could be modified in concert with the ‘mod’ command mention earlier to fit alternative risk models.   

The LEM manual provides a fuller explanation of the command syntax. Briefly, a regression (design) matrix (more precisely, its transpose) is specified for each of the component 'effects' listed earlier in the * model paragraph. The number of rows in the transpose for each 'effect' corresponds to the number of columns (parameters) allocated to that 'effect' in the * model paragraph.
If ‘mar’ is specified in the * model paragraph the linear constraint needs to be specified in the *design matrix. For example, in file control_mom_ms.inp, the constraint is specified at the last line. Here, the linear constraint is: (10+(21=(01+(12. 

*  values for weight vector:


This paragraph provides a weight vector used as part of constructing the model. The length of the vector differs among designs and corresponds to the number of cells in the complete multi-way table under consideration.  That number of cells depends on the number of variables and number of levels of each variable.  For example, for hybrid designs, this vector has 54 (= 2×3×3×3) elements, the product of the number of levels of disease status, mother’s genotype, father’s genotype, and child’s genotype. The way we have specified the scripts, the order of the entries is such that the index for child's genotype changes fastest with lower values preceding higher ones, the father's genotype changes next, and so forth with the index for disease status changing most slowly. Structural zeros (impossible to ever observe in correct genetic data) are coded as 0 in this vector. The vector also specifies the necessary offsets. For convenience, we specified offsets here as integers (e.g., 2 for the M,F,C=1,1,1 cell and 1 otherwise for cells that are genetically possible [notice that offsets are specified as multipliers, not as their logarithms as is more typical with Poisson regression software]). This paragraph will not need to be changed.

* streamline output by suppressing certain defaults:


This paragraph contains several commands to control printed output. The LEM manual describes other available options. One can remove these commands to enlarge what is included in the LEM output file.

* optimization:


This paragraph contains a command to control the numerical method used for maximizing the likelihood. The LEM manual describes other commands to invoke other fitting methods or to modify features such as the convergence criterion or maximal number of iterations.  

Features of LEM output files:

LEM output files are fairly easy to interpret. Suppression of some of the default output, as we have done, yields three sections to the output file. In the first section, the output file recapitulates the input script so a record of what model is fit to what data file is readily available. The second section provides information associated with the fitting process and several goodness-of-fit measures (see the manual for more details) although a number of these statistics have little utility or are hard to interpret in the context of the models that we are fitting. For our purposes, the key value that this section contains is the log-likelihood. The third and final section provides parameter estimates and their standard errors (SE) (SE is not available when the ‘mar’ command is used). Of course, these log-linear parameter estimates must be exponentiated to estimate relative risks, provided under column heading ‘exp(beta)’.  
Construction of likelihood ratio statistics:

The building blocks of likelihood ratio test (LRT) statistics are the log-likelihood values from the LEM output files. Generically, the LRT statistic is given by: 2 times the difference of the log-likelihood for the larger model minus the log-likelihood for the smaller model. The smaller model must be nested within the larger model, which means that its predictors are a proper subset of those used in the larger model. To derive LRT statistics from LEM output, one must run the program twice, once for each model in the pair, extract the log-likelihood from the respective outputs, and construct the LRT statistic by hand. The test is completed by comparing the LRT statistic to a chi-squared reference distribution with degrees-of-freedom equal to the difference in the number of parameters between the two models.

For example, using the hybrid design with control-mother dyads, for joint tests of maternal and child genetic effects with four degrees of freedom enforcing mating symmetry, one fits the larger model using script hybrid22_ms_mc.inp and the smaller model using script hybrid22_ms_00.inp and constructs the LRT statistic. 

Calculation of noncentrality parameter and power:

Up to now this document has focused on how to analyze data with the LEM scripts.  In order to calculate power for a given sample size when designing a study, one can use the same scripts to calculate a noncentrality parameter, and use that noncentrality parameter to calculate power.  The key difference is that, instead of providing actual data to LEM, one provides expected counts under the alternative model being considered and has LEM treat those expected counts as data (the expected counts need not be integer).  The noncentrality parameter for the LRT of a given null against a given alternative hypothesis is calculated as the LRT statistic computed using expected counts under the alternative model as the data.  Thus, with expected counts in hand, one proceeds to construct the test statistic just as described in the previous sub-section.  (In fact, the sample ‘data’ files that we have provided in this archive [see the section “Files in the Archive” for details] themselves contain expected counts.)

The process just described requires calculating expected counts under a given alternative hypothesis.  To do that calculation, one first needs to specify mating type frequencies (mf) and relative risk parameters R1, R2, S1, S2 under the exact alternative model of interest.  Perhaps, one already knows reasonable values of the mating type frequencies to specify from previous experience in the same or a similar population.  If not, it is often convenient to use an allele frequency (or a range of them) believed relevant to the population under study and to calculate the corresponding mating type parameters under the assumption of Hardy-Weinberg Equilibrium (HWE).  If one denotes the frequency of the variant allele in the population as p, under HWE and mating asymmetry, for example, 00=(1–p)4, 01=10=2p(1–p)3, 02=20=p2(1–p)2, 11=p2(1–p)2, 12=21=2p3(1–p), and 22=p4.  

Having specified the necessary parameters describing the alternative hypothesis, one calculates expected counts essentially by substituting into the models of Table I in the manuscript – with a couple of provisos.  As described above, the mf are probabilities or proportions whereas in Table I they represented counts that are proportional to those probabilities.  Although notationally inconvenient here, this difference poses no real problem.  To compute expected counts for control cells in Table 1, one computes cell probabilities by inserting the specified values of the mf  probabilities into the selected model and then computes expected counts by multiplying these cell probabilities by the number of control-mother dyads to be recruited.   To compute expected counts for case cells in Table 1, there is an additional step.  Ignoring the constant B in Table 1, calculate ‘non-normalized cell probabilities’ by substituting for the mf and relative risk parameters; sum these ‘non-normalized’ values to get a total; divide each ‘non-normalized cell probability’ by this total to get the actual cell probability (this last step accounts for B).  Calculate the expected counts for cases by multiplying these cell probabilities by the number of case-parent triads to be recruited. 

Next, one uses LEM to fit the null and the alternative models using expected counts as data and then computes the LRT statistic.  This statistic provides the noncentrality parameter of the noncentral chi-squared distribution used for computing power.  The degrees-of-freedom of that distribution are the same as the degrees of freedom of the corresponding LRT.  The power of the test is given by the probability that a noncentral chi-squared random variate with the calculated noncentrality parameter and degrees-of-freedom exceeds a certain cutpoint.  That cutpoint is the usual chi-squared critical value at level  for the LRT.  

For example, for a four degree-of-freedom LRT at =0.05, the chi-squared critical value is 9.49.  Suppose that for some alternative hypothesis the noncentrality parameter was calculated as 15.  The power of the corresponding LRT against that alternative would be given by the probability that a noncentral chi-squared variate with 4 degrees-of-freedom and noncentality parameter 15 exceeded 9.49; that probability is 0.89.  

 To calculate a noncentral chi-squared tail probability requires computer software with that ability. For example, R, SAS, Stata, and GAUSS have appropriate functions.  One caution, the exact definition of the noncentrality parameter for the non-central chi-squared distribution can vary among different packages.  For example, the square root of what we have called the noncentrality parameter is what GAUSS employs as the non-centrality parameter in its function.
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